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Ch2 Point Estimation

Example:

Le Cam and Neyman (1967) studied rainfall amounts from storms. They
obtained rainfall amount data. Let us denote x4, -+, x,,- as the 227
rainfall amounts.
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Amount (mm)

Q: We may model the rainfall amount data as 1.1.d Gamma distribution.
I'(ae,A). How to find a particular Gamma distribution that can best fit the
observed data? (i.e. a =? A =?)

Ch3 Data Reduction

® Information and data reduction

(numerical or graphical) transformations of data appear all the time in statis-
tics for offering a summary of information contained in data. For example,

order statistics

X1y, X2)5 -+ X(m)

raw (original) data

XI?XE'J"'JXﬂ

sample variance
n iy (Xi — X))

QQ: Loss information?



Ch4 Hypothesis Testing

Example 1:

Two ccing experiment
» [ata and problem

~— Suppose that I have two coins

— (Coin 0 has probability of heads equal to 0.5, and coin 1 has
probability of heads equal to 0.7.

— I choose one of the coins, toss it 10 times, and tell you the
number of heads X

— n the basis of observed X, vour task is to decide which coin

it, was.

+ Statistical modeling.
— X ~ Binomial{10. p}
— {2 = {Binomial(10, 0.5}, Binomial{10,0.7) }
» Problem Iormulation
— Hy: eoin (f = {3 — {Binomial(10,0.5)}
— Hy: coin 1 = {4 = {Binomial{10,0.7}}
— Both hypotheses are simple.




