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course code
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	班別
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	全英文
授課
EMI
	■是    □否

	課程類別
course type
	□人文關懷課程            □競賽專題課程         ■問題導向課程
□專題導向課程           □總整課程             □實作課程
□其他

	課程名稱（中文）
Chinese course name
	高維度統計學習

	課程名稱（英文）
English course name

	High-dimensional Statistical Learning

	學年/學期
academic year /semester
	 114/2
	學分
credits
	3

	學系（所）
department
	 數學系(統計科學研究所)
	必選修
required/selected
	□必修   ■選修

	上課時間
class hours
	二E、四E
	上課地點
classroom
	數學館307A

	教師
instructor 
	 王价輝
	教師 email
Instructor’s email
	jhwang@ccu.edu.tw

	助教
teaching assistant
	 
	助教email
TA’s email
	

	先修科目或
先備能力
prerequisites
	Students are strongly recommended to have prior knowledge and skills in the following areas to successfully follow this course:
1. Statistical Learning Models: Understanding of basic statistical modeling concepts, including regression and predictive modeling.
2. Linear Algebra: Familiarity with matrices, vectors, and operations commonly used in high-dimensional data analysis.
3. R Programming Ability: Basic proficiency in R programming for data manipulation, analysis, and visualization.
Having these skills will help students effectively engage with course content and complete practical exercises without difficulties.

	課程概述
course descriptions
	This course introduces how to use regularized regression methods (such as ridge, LASSO, adaptive LASSO, SCAD, etc.) and feature screening approaches (for example, overlapping group screening and Kendall/Pearson partial correlation) to construct statistical prediction models under an ultra-high-dimensional data structure, where the response variable may be continuous, discrete, or right-censored. Ultra-high dimensionality refers to situations in which the number of predictors is far larger than the sample size, making traditional statistical regression methods inapplicable.
The course will use genomic data from The Cancer Genome Atlas (TCGA) for real data analysis and will introduce related R programming. Students will also be required to conduct hands-on implementations and give in-class presentations, with the aim of improving their ability to handle relevant big data problems as well as their oral presentation and communication skills.
[bookmark: _GoBack]The prerequisite for this course is Statistical Learning (SL). In the SL course, students learn fundamental statistical methods, including concepts of statistical modeling, common models such as linear regression, classification, and survival models, as well as techniques like cross-validation, bootstrapping, and regularization. This high-dimensional statistical learning course builds on those concepts and focuses specifically on modeling for high-dimensional data. These foundational methods will not be taught here, so prior knowledge is essential. It is strongly recommended that students complete a statistical learning course before enrolling to ensure they can fully engage with the material and avoid difficulties.

	學習目標
learning objectives
	1. Understand big data analysis methods: Introduce current statistical approaches for ultra-high-dimensional data, highlighting the limitations of traditional methods and the advantages of modern techniques.
2. Develop data processing and modeling skills: Learn to handle real genomic data from The Cancer Genome Atlas (TCGA), including data preprocessing, feature screening, and regularized regression modeling, to enhance the ability to analyze real biomedical big data.
3. Enhance practical analysis capabilities: Conduct group-based data analysis projects, covering data exploration, model building, and result interpretation, to strengthen hands-on experience.
4. Improve communication and presentation skills: Present findings in class to develop oral communication, presentation skills, and teamwork abilities.

	教科書及參考書
textbooks and 
references
	1.	Hastie, T., Tibshirani, R., & Friedman, J. H. (2009). The elements of statistical learning: data mining, inference, and prediction. 2nd ed. New York, Springer.
2.	Related Statistical and Bioinformatics Papers.
3.	Tilman M. Davies (2016). The Book of R: A First Course in Programming and Statistics. ISBN:9781593276515.

請尊重智慧財產權，不得非法影印教師指定之教科書籍。

	教學要點概述

	教材編選
teaching 
materials
	■自製簡報(ppt)      ■課程講義              □自編教科書
■教學程式           □自製教學影片          □其他

	教學方法
teaching 
methods 
	■講述           □小組討論     ■學生口頭報告      □問題導向學習
□個案研究       □其他

	評量工具
Evaluation
tools
	□期中考         □期末考        □隨堂測驗          □隨堂作業
□課後作業       ■期中報告      ■期末報告          □專題報告
□評量尺規       □其他 

	教學資源
teaching
 resources
	□課程網站        ■教材電子檔供下載       □實習網站

	教師
相關訊息
instructor’s
 information
	

	每週課程內容
weekly scheduled contents

	Week 1: Introduction to High-Dimensional Statistical Learning: Overview of the differences between traditional statistical methods and modern advanced methods for high-dimensional data. Introduction to the Cancer Genome Atlas (TCGA) project and its data structure.

	Week 2: Common Statistical Regression Models: Introduction to common regression models depending on the type of dependent variable: multiple linear regression for continuous outcomes, logistic regression for discrete outcomes, and Cox regression for right-censored survival data.

	Week 3: Common Statistical Regression Models: Introduction to common regression models depending on the type of dependent variable: multiple linear regression for continuous outcomes, logistic regression for discrete outcomes, and Cox regression for right-censored survival data.

	Week 4: Regularized Regression: Introduction to building predictive regression models under high-dimensional data structures, where the number of variables exceeds the number of samples, using regularized regression methods such as Ridge, LASSO, adaptive LASSO, and SCAD.

	Week 5: Regularized Regression: Introduction to building predictive regression models under high-dimensional data structures, where the number of variables exceeds the number of samples, using regularized regression methods such as Ridge, LASSO, adaptive LASSO, and SCAD.

	Week 6: Feature Screening on Ultra-High-Dimensional Data Structures: Introduction to using marginal correlation measures for feature screening when the number of features far exceeds the number of samples.

	Week 7: Feature Screening on Ultra-High-Dimensional Data Structures: Introduction to using marginal correlation measures for feature screening when the number of features far exceeds the number of samples.

	Week 8: Interaction Feature Screening: Overlapping Group Screening: Introduction to quickly and accurately screening biomarkers (gene × gene or gene × environment interactions) and building statistical prediction models using the overlapping group screening method for ultra-high-dimensional genetic data.

	Week 9: Interaction Feature Screening: Overlapping Group Screening: Introduction to quickly and accurately screening biomarkers (gene × gene or gene × environment interactions) and building statistical prediction models using the overlapping group screening method for ultra-high-dimensional genetic data..

	Week 10: Interaction Feature Screening: Overlapping Group Screening: Introduction to quickly and accurately screening biomarkers (gene × gene or gene × environment interactions) and building statistical prediction models using the overlapping group screening method for ultra-high-dimensional genetic data.

	Week 11: Interaction Feature Screening: Overlapping Group Screening: Introduction to quickly and accurately screening biomarkers (gene × gene or gene × environment interactions) and building statistical prediction models using the overlapping group screening method for ultra-high-dimensional genetic data.

	Week 12: Interaction Feature Screening (Kendall/Pearson Partial Correlation): Introduction to quickly and accurately screening biomarkers (gene × gene or gene × environment interactions) and building statistical prediction models using Kendall or Pearson partial correlation for ultra-high-dimensional genetic data.

	Week 13: Interaction Feature Screening (Kendall/Pearson Partial Correlation): Introduction to quickly and accurately screening biomarkers (gene × gene or gene × environment interactions) and building statistical prediction models using Kendall or Pearson partial correlation for ultra-high-dimensional genetic data.

	Week 14: Interaction Feature Screening (Kendall/Pearson Partial Correlation): Introduction to quickly and accurately screening biomarkers (gene × gene or gene × environment interactions) and building statistical prediction models using Kendall or Pearson partial correlation for ultra-high-dimensional genetic data.

	Week 15: R Programming Implementation of Related Research Topics: Introduction to using R programming to implement regularized regression, marginal correlation-based feature screening, overlapping group screening, and Kendall/Pearson partial correlation.

	Week 16: R Programming Implementation of Related Research Topics: Introduction to using R programming to implement regularized regression, marginal correlation-based feature screening, overlapping group screening, and Kendall/Pearson partial correlation.

	Week 17: Analyzing and Reporting: Students perform practical analysis of relevant high-dimensional data and present their results in class.

	Week 18: Analyzing and Reporting: Students perform practical analysis of relevant high-dimensional data and present their results in class.



	核心能力
core competencies 

		學士班核心能力
Core competency
	本課程與核心能力關聯強度
Degrees of related to core competencies

	
	1
	2
	3
	4
	5

	專業能力
Specific
competency 
	專業能力1：具備紮實的數學、應用數學及機率與統計等主題專業基礎知識
	
	
	
	
	

	
	專業能力2：具備自然科學、工程或社會科學跨領域之基本知識
	
	
	
	
	

	
	專業能力3具備撰寫程式語言與電腦輔助計算能力
	
	
	
	
	

	
	專業能力4具備能將數學或機率與統計知識應用於各領域之能力
	
	
	
	
	

	
	專業能力5具備數理邏輯、獨立思考與分析之能力
	
	
	
	
	

	共通能力
General
Competence
	共通能力1具備溝通能力及分工合作之能力
	
	
	
	
	

	
	共通能力2具備終身自我學習成長之能力
	
	
	
	
	



	數學系碩士班核心能力
Core competency
	本課程與核心能力關聯強度
Degrees of related to core competencies

	
	1
	2
	3
	4
	5

	專業能力
Specific
competency 
	專業能力1：具備紮實的分析、幾何或代數等相關主題專業及進階知識
	
	
	
	
	

	
	專業能力2：具備發掘、分析及解決專業問題之優秀能力
	
	
	
	
	

	
	專業能力3具備能將數學知識轉化為其他領域工作助力之優秀能力
	
	
	
	
	

	
	專業能力4具備優秀的數理邏輯、獨立思考及科技報告寫作能力
	
	
	
	
	

	共通能力
General
Competence
	共通能力1具備優秀的溝通及分工合作能力
	
	
	
	
	

	
	共通能力2具備良好的國際觀及終身自我學習成長之能力
	
	
	
	
	



	應用數學系碩士班核心能力
Core competency
	本課程與核心能力關聯強度
Degrees of related to core competencies

	
	1
	2
	3
	4
	5

	專業能力
Specific
competency 
	專業能力1：具備紮實的分析、微分方程、或數值方法等應用數學相關主題專業及進階知識
	
	
	
	
	

	
	專業能力2：具備撰寫程式語言與電腦輔助計算之優秀能力
	
	
	
	
	

	
	專業能力3：具備發掘、分析及解決專業問題之優秀能力
	
	
	
	
	

	
	專業能力4：具備能將數學或機率與統計知識轉化為自然科學、工程或社會科學領域工作助力之優秀能力
	
	
	
	
	

	
	專業能力5：具備優秀的數理邏輯、獨立思考及科技報告寫作能力
	
	
	
	
	

	共通能力
General
Competence
	共通能力1：具備優秀的溝通及分工合作能力
	
	
	
	
	

	
	共通能力2：具備良好的國際觀及終身自我學習成長之能力
	
	
	
	
	



	統計科學碩士班核心能力
Core competency
	本課程與核心能力關聯強度
Degrees of related to core competencies

	
	1
	2
	3
	4
	5

	專業能力
Specific
competency 
	專業能力1：具備紮實的機率與統計等主題相關專業知識
	
	
	
	■
	

	
	專業能力2：具備撰寫程式語言與電腦輔助計算之良好能力
	
	
	
	
	■

	
	專業能力3具備發掘、分析及解決專業問題之能力
	
	
	
	
	■

	
	專業能力4具備將機率與統計知識應用於自然科學、工程或社會科學領域工作助力之能力
	
	
	
	
	■

	
	專業能力5具備良好的數理邏輯、獨立思考及科技報告寫作能力
	
	
	
	
	■

	共通能力
General
Competence
	共通能力1：具備優秀的溝通及分工合作能力
	
	
	■
	
	

	
	共通能力2：具備良好的國際觀及終身自我學習成長之能力
	
	
	■
	
	


註：關聯強度以五點量表標示，1表示沒有關聯，5表示非常有關聯。





