Machine Learning 

Course Description: 
This course provides the concepts, tools, and intuition students need to implement programs capable of learning from data. It covers a large number of techniques, using the Scikit-Learn library to implement many machine learning algorithms efficiently to make an entry point to understand machine learning.
Prerequisites:
This course assumes that a student has some Python programming experience and that they are familiar with NumPy and Pandas.
Course Outcomes:
The course will help students to know.
· What is machine learning, what are the problems it tries to solve, and what are the main categories and fundamental concepts of its systems?
· The steps in a typical Machine Learning project
· Learning by fitting a model to data
· Optimizing a cost function
· Handling, cleaning, and preparing the data
· Selecting and engineering features
· Selecting a model and tuning hyperparameters using cross-validation
· The Challenges of Machine Learning, in particular underfitting and overfitting (the bias/variance trade-off)
· The most common learning algorithms: Linear and Polynomial Regression, Logistic Regression, k-nearest Neighbors, Support Vector Machines, Decision Trees, Random Forests, Ensemble Methods, etc
 
Grading:
	Assessment Type
	Weight as a Percentage

	Final Project

	25%

	Midterm Project

	15%

	Home Assignment

	20%

	In-class quizzes

	20%

	Class Participation/Discussion
	10%

	Individual Presentation
	10%

	Total
	100%


Course Outline:
The following table outlines a sample course schedule.  

	Week
	Date
	Content and Topic

	1
	2026/02/23 ~ 2026/03/01
	Introduction

	2
	2026/03/02 ~ 2026/03/08
	ML

	3
	2026/03/09 ~ 2026/03/15
	Classification

	4
	2026/03/16 ~ 2026/03/22
	Regression

	5
	2026/03/23 ~ 2026/03/29
	Evaluating and Comparing Learners

	6
	2026/03/30 ~ 2026/04/05
	Evaluating Classifiers 

	7
	2026/04/06 ~ 2026/04/12
	Evaluating Regressors  

	8
	2026/04/13 ~ 2026/04/19
	Mid-Term

	9
	2026/04/20 ~ 2026/04/26
	Decision Trees, Support Vector Classifiers, Logistic Regression

	10
	2026/04/27 ~ 2026/05/03
	Discriminant Analysis, Assumption, Biases, and Classifiers, Comparison of Classifiers

	11
	2026/05/04 ~ 2026/05/10
	Regularization, Support Vector Regression, Regression Trees, Comparison of Regression

	12
	2026/05/11 ~ 2026/05/17
	Feature Engineering

	13
	2026/05/18 ~ 2026/05/24
	Feature Engineering / Hyperparameters and Pipelines

	14
	2026/05/25 ~ 2026/05/31
	Combining learners: Ensembles, Bagging Random Forests, Comparing the Tree

	15
	2026/06/01 ~ 2026/06/07
	Automating Feature Engineering

	16
	2026/06/08 ~ 2026/06/14
	Final Project

	17
	2026/06/15 ~ 2026/06/21
	Self-Learning

	18
	2026/06/22 ~ 2026/06/28
	Self-Learning



Suggested Texts
1. Introduction to Machine Learning with Python: A Guide for Data Scientists 1st Edition
by Andreas C. Müller, Sarah Guido.
2. Machine Learning with Python for Everyone 1st Edition by Mark Fenner. 
3. Hands-On Machine Learning with Scikit-Learn and PyTorch: Concepts, Tools, and Techniques to Build Intelligent Systems 1st Edition,, by Aurélien Géron.
4. Machine Learning with PyTorch and Scikit-Learn: Develop machine learning and deep learning models with Python by Sebastian Raschka, Yuxi (Hayden) Liu, Vahid Mirjalili


