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2/25

1 Introduction

1.1 What Makes Time-Series Econometrics Unique?
1.2 Notation

1.3 Statistical Review

1.4 Specifying Time in Stata

1.5 Installing New Stata Commands

Chapter 1

3/4

2 ARMA(p,q) Processes

2.1 Introduction

2.2 AR(1) Models

2.3 AR(p) Models

2.4 MA(1) Models

2.5 MA(q) Models

2.6 Non-zero ARMA Processes
2.7 ARMA(p,q) Models

2.8 Conclusion

Chapter 2

3/11

3 Model Selection in ARMA(p,q) Processes
3.1 ACFs and PACFs.

3.2 Empirical ACFs and PACFs

3.3 Putting It All Together

3.4 Information Criteria.

Chapter 3

3/18

4  Stationarity and Invertibility

4.1 What Is Stationarity?

4.2 The Importance of Stationarity

4.3 Restrictions on AR coefficients Which Ensure
Stationarity

4.4 The Connection Between AR and MA Processes
4.5 What Are Unit Roots, and Why Are They Bad?

Chapter 4

3/25

5 Non-stationarity and ARIMA(p,d,q) Processes
5.1 Differencing

5.2 The Random Walk

5.3 The Random Walk with Drift

5.4 Deterministic Trend.

5.5 Random Walk with Drift vs Deterministic Trend
5.6 Differencing and Detrending Appropriately

Chapter 5

4/1
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4/8

6  Seasonal ARMA(p,q) Processes

6.1 Different Types of Seasonality

6.2 Identification

6.3 Invertibility and Stability

6.4 How Common are Seasonal Unit Roots?
6.5 Using De-seasonalized Data.

Chapter 6

4/15

7  Unit Root Tests
7.1 Introduction

7.2 Unit Root Tests

7.3 Dickey-Fuller Tests

Chapter 7




4/22

7.4 Phillips-Perron Tests

7.5 KPSS Tests

7.6 Nelson and Plosser

7.7 Testing for Seasonal Unit Roots

Chapter 7

10.

4/29

8 Structural Breaks

8.1 Structural Breaks and Unit Roots

8.2 Perron (1989): Tests for a Unit Root with a Known
Structural Break

8.3 Zivot and Andrews’ Test of a Break at an Unknown
Date

Chapter 8

11.

5/6

9 ARCH, GARCH and Time-Varying Variance
9.1 Introduction

9.2 Conditional vs Unconditional Moments

9.3 ARCH Model

9.4 GARCH Models

9.5 Variations on GARCH

Chapter 9

12.

5/13

10 Vector Autoregressions I: Basics

10.1 Introduction

10.2 A Simple VAR(1) and How to Estimate it
10.3 How Many Lags to Include?

10.4 Expressing VARs in Matrix Form

Chapter 10

HW#2
(20%)

13.

5/20

10.5 Stability.

10.6 Long-Run Levels: Including a Constant
10.7 Expressing a VAR as a VMA Process

10.8 Impulse Response Functions

10.9 Forecasting

10.10 Granger Causality

10.11 VAR Example: GNP and Unemployment

Chapter 10

14.

527

11 Vector Autoregressions II: Extensions
11.1 Orthogonalized IRFs.

11.2 Forecast Error Variance Decompositions
11.3 Structural VARs

11.4 VARs with Integrated Variables

Chapter 11

15.

6/3

12 Cointegration and VECMs

12.1 Introduction

12.2 Cointegration

12.3 Error Correction Mechanism

12.4 Deriving the ECM

12.5 Engle and Granger’s Residual-Based Tests of
Cointegration

Chapter 12

16.

6/10

12.6 Multi-Equation Models and VECMs

12.7 IRFs, OIRFs and Forecasting from VECMs.
12.8 Lag-Length Selection

12.9 Cointegration Implies Granger Causality

Chapter 12

HW#3
(30%)

17.

6/17
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